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Abstract 
The field of computer vision has advanced significantly in the current era of technology. Digital image 
processing has undergone significant advancements. Image Generation, Image Enhancement, and 
Image Restoration are the three categories into which digital image processing techniques are 
commonly divided. Segmentation Procedure is one of several stages in image processing that divides 
an image into its individual components or objects [1]. Image segmentation is a technique that divides a 
digital image into a number of smaller groups or regions known as image segments, thereby lowering 
the complexity of the image and facilitating easier image processing and analysis [3]. There are 
numerous image segmentation techniques that are based on the two fundamental concepts of 
similarity/region and discontinuity/boundary. Techniques for image segmentation are frequently 
utilized in biomedicine, document processing, object recognition, automated industrial production, 
computed tomography (CT) images, and many other fields. Here, the goal is to compare and learn 
about fundamental image pre-processing and accessible segmentation approaches. ML-based 
algorithms are among the most effective foreground extraction methods currently available for masking 
images. However, it is discovered that ML approaches are unreliable. According to edges and 
appearance models, graph-based methods like Graphcut/Grabcut can successfully recover the 
foreground [6]. Both the foreground and the background are modelled using the Gaussian Mixture 
Model (GMM). However, with these graph-based techniques, manual creativity is necessary. The main 
issues with current techniques for foreground extraction in image segmentation are accuracy and 
performance. 
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Introduction 
Background study  
Digital image processing is the act of applying various computer algorithms to digital images 
in order to enhance them and extract usable information. Three categories/steps are generally 
used to group digital image processing processes. Image creation, enhancement, and 
restoration fall under these areas. A scanned image is projected and recognized with the use 
of generation processes, while an image is enhanced by enhancing its contrast, brightness, 
and hue. Techniques for restoration help remove and fix defects that do not accurately reflect 
the original image [1]. 
One method for processing digital images that involves organizing an image into a layout is 
called "image generation". Digital image processing techniques that change a digitized image 
fall under the wide area of enhancement. Some scanned photos can reveal rips or creases. 
Replacement techniques can be used to get rid of noise, which can appear as random dots or 
streaks. Digital filtering may also be used in restoration. Reversing the process that blurred 
the image is how image restoration is done. This is done by imaging a point source and using 
the point source image, also known as the Point Spread Function (PSF), to recover the image 
information that was lost during the blurring process. Image processing techniques are used 
with the intention of recovering lost resolution and reducing noise. 
An image is described as a two-dimensional function F(x, y), where x and y are spatial 
coordinates. The intensity of an image is defined as the amplitude of F at any given pair of 
coordinates (x, y). We refer to F as a digital image when its x, y, and amplitude values are all 
finite [2]. Matrix is a way of displaying digital images as rows and columns. 
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Phases of Image Processing 
 Acquisition: It could be as simple as being given an 

image that is in digital form. The main work involves:  
a) Scaling  b) Color conversion(RGB to Gray or vice-
versa)  

 Image Enhancement: It is amongst the simplest and 
most appealing in areas of Image Processing it is also 
used to extract some hidden details from an image and 
is subjective.  

 Image Restoration: It also deals with appealing to an 
image but it is objective (Restoration is based on 
mathematical or probabilistic model or image 
degradation).  

 Colour Image Processing: It deals with pseudo-colour 
and full-colour image processing color models are 
applicable to digital image processing.  

 Wavelets And Multi-Resolution Processing: It is 
foundation of representing images in various degrees.  

 Image Compression: It involves in developing some 
functions to perform this operation. It mainly deals with 
image size or resolution.  

 Morphological Processing: It deals with tools for 
extracting image components that are useful in the 
representation & description of shapes.  

 Segmentation Procedure: It includes partitioning an 
image into its constituent parts or objects. Autonomous 
segmentation is the most difficult task in Image 
Processing.  

 Representation & Description: It follows output of 
segmentation stage, choosing a representation is only 
the part of solution for transforming raw data into 
processed data.  

 Object Detection and Recognition: It is a process that 
assigns a label to an object based on its descriptor. 

 
Overlapping Fields with Image Processing 
 

 
 

Fig 1: Image Processing Fields 
 
If we focus on block 1 i.e. input is an image and output is 
also an image and block 2 where input is an image and we 
get some kind of description as an output then these are the 
areas where digital image processing and computer vision 
take place and most important step in these areas is Image 
Segmentation.  
Image segmentation is a method in which a digital image is 
broken down into various subgroups called Image segments 
which helps in reducing the complexity of the image to 
make further processing or analysis of the image 
simpler. Segmentation in easy words is assigning labels to 
pixels. All picture elements or pixels belonging to the same 
category have a common label assigned to them [3]. 

 

 
 

Fig 2: Image Segmentation 
 

Approaches in Image Segmentation 
 Similarity approach (Region Approach): This 

approach is based on detecting similarity between 
image pixels to form a segment, based on a threshold. 
ML algorithms like clustering are based on this type of 
approach to segment an image. 

 Discontinuity approach (Boundary Approach): This 
approach relies on the discontinuity of pixel intensity 
values of the image. Line, Point, and Edge Detection 
techniques use this type of approach for obtaining 
intermediate segmentation results which can be later 
processed to obtain the final segmented image. 

 
The Types of Segmentation Processing Techniques 
Based on the above two approaches, there are various forms 
of techniques that are applied in the design of the Image 
Segmentation Algorithms. These techniques are employed 
based on the type of image that needs to be processed and 
analyzed and they can be classified into three broader 
categories as below. 
 
Structural Segmentation Techniques 
These sets of algorithms require us to firstly, know the 
structural information about the image under the scanner. 
This can include the pixels, pixel density, distributions, 
histograms, colour distribution etc. Second, we need to have 

the structural information about the region that we are about 
to fetch from the image – this section deals with identifying 
our target area, which is highly specific to the business 
problem that we are trying to solve. Similarity-based 
approach will be followed in these sets of algorithms. 
 
Stochastic Segmentation Techniques 
In this group of algorithms, the primary information that is 
required for them is to know the discrete pixel values of the 
full image, rather than pointing out the structure of the 
required portion of the image. This proves to be 
advantageous in the case of a larger group of images, where 
a high degree of uncertainty exists in terms of the required 
object within an object. ANN and Machine Learning based 
algorithms that use k-means etc. make use of this approach. 
 
Hybrid Techniques 
As the name suggests, these algorithms for image 
segmentation make use of a combination of structural 
method and stochastic methods i.e., use both the structural 
information of a region as well as the discrete pixel 
information of the image. 
 
Image Segmentation Techniques 
Based on the image segmentation approaches and the 
type of processing we have the following techniques for 
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segmentation 
 Threshold Based Segmentation. 
 Edge-Based Segmentation. 
 Region-Based Segmentation. 
 Clustering-Based Segmentation. 
 Watershed-Based Segmentation. 
 Artificial Neural Network Based Segmentation. 
 
Threshold Based Segmentation 
In this threshold process, the intensity histogram of all the 
pixels in the image is considered. Then threshold is set to 
divide the image into sections.  
 
Various threshold techniques are 
 Global threshold. 
 Manual threshold. 
 Adaptive threshold. 
 Optimal Threshold. 
 Local Adaptive Threshold. 
 
Edge Based Segmentation 
Edge-based segmentation relies on edges found in an image 
using various edge detection operators. These edges mark 
image locations of discontinuity in grey levels, colour, 
texture, etc. When we move from one region to another, the 
grey level may change. So if we can find that discontinuity, 
we can find that edge.  
 
Region Based Segmentation 
A region can be classified as a group of connected pixels 
exhibiting similar properties. The similarity between pixels 
can be in terms of intensity, colour, etc. In this type of 
segmentation, some predefined rules are present which have 
to be obeyed by a pixel in order to be classified into similar 
pixel regions [4].  
 Region growing method. 
 Region splitting and merging method. 
 
Clustering Based Segmentation 
Clustering is a type of unsupervised machine-learning 
algorithm. It is highly used for the segmentation of images. 
One of the most dominant clustering-based algorithms used 
for segmentation is K-Means Clustering. This type of 
clustering can be used to make segments in a coloured 
image. 
 
Watershed Based Segmentation 
Watershed is a ridge approach, also a region-based method, 
which follows the concept of topological interpretation. We 
consider the analogy of geographic landscape with ridges 
and valleys for various components of an image. The slope 
and elevation of the said topography are distinctly 
quantified by the grey values of the respective pixels – 
called the gradient magnitude [5]. 
 
Artificial Neural Network Based Segmentation 
The approach of using Image Segmentation using neural 
networks is often referred to as Image Recognition. It uses 
AI to automatically process and identify the components of 
an image like objects, faces, text, hand-written text etc. 
Convolutional Neural Networks are specifically used for 
this process because of their design to identify and process 
high-definition image data [5]. 
 

Literature Review 
Image segmentation technology is a key step in the process 
of digital image processing and computer vision, and plays 
an important role in image processing technology. On the 
one hand, it can extract the object in the image, which has a 
very important impact on image recognition. On the other 
hand, based on the segmentation, recognition, 
characterization and measurement of statements, the target 
statement can transform the original image into the abstract 
form of the image, so as to analyze and understand the high-
resolution image. So far, thousands of image segmentation 
methods have been developed. Image segmentation 
technology is also widely used in document processing, 
object recognition, remote sensing image and biomedicine 
and many other aspects. It also plays very vital role in 
factory automation production. Digital image segmentation 
technology is mainly based on the similarity of some aspects 
and functions of the image itself to reshape the image. In the 
process of image segmentation, planning at a certain rate 
can improve the clarity of image pixels, and the image 
quality can be significantly improved [9]. In addition, it is 
important to establish a proper connection for the segmented 
image, and on this basis, it cannot be accessed and repeated. 
At the same time, it is important to ensure that the 
segmented image is highly consistent and the image will not 
change. Image segmentation and feature extraction 
transform the original image into abstract form for advanced 
image analysis and understanding, which lays a good 
foundation for better application of image segmentation 
technology [10]. 
Most the image segmentation techniques are based on two 
characteristics: Discontinuity and similarity. In 
discontinuity-based algorithm, image is partitioned based on 
change in the intensity. In the latter approach image is 
partitioned based on similar regions based on predefined 
criteria. Image segmentation can be very useful for line 
detection, point detection and edge detection which are 
available in many literatures [10]. An Image segmentation 
technique based on morphological tools is discussed by Hai 
Gao, et al. [11]. The main focus of their work is on image 
segmentation in video processing. It is a three-stage process 
including simplification, marker extraction and boundary 
decision to detect object. 
 

 
 

Fig 3: Block Diagram of Image Segmentation Process [10] 
 
To detect fat content from beef images Lucia Ballerini et al 
[12] proposed an image segmentation technique based on 
Nuclear Magnetic Resonance (NMR), which is useful for 
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that specific purpose. It contains three steps: Background 
suppression (histogram thresholding), no uniformity 
removal (median filtering and subtraction), and fat 
extraction (convolved image thresholding), for fat content 
extraction. An image segmentation technique for ultrasound 
images based on boundary extraction is presented by P. 
Abolmaesumi and MR Sirouspour [13]. The authors were 
able to achieve 98% accuracy of segmentation in less than 1 
second. A wrapper-based approach presented by Farmer, 
ME and Anil K Jain [14] is based on a region-based image 
segmentation technique. The authors achieved 91% 
accuracy among 2000 images. Some segmentation 
techniques are able to extract only one object from the 
image but there are some techniques in which multiple 
objects can be extracted. Ana C. Teodoro et al. [15] 
developed image segmentation technique for extracting 
Douro River Plume Size from Medium Resolution Imaging 
Spectrometer (MERIS) data. This method uses two 
techniques: Watershed and region based for extracting 
Douro River plum size. Some techniques are useful in 
medical imaging and can be very handy for special 
purposes. A system proposed by Mouloud Adel et al. [16] is 
based on Maximum a posteriori (MAP) probability 
criterion. It is used for detecting blood vessels from medical 
images of the retina. The authors were able to achieve 0.8 of 
maximum true positive rate (TPR) and corresponding false 
positive rate (FPR) as 0.094. Chitsaz, Mahsa and Seng Woo 
[17] proposed a system for detecting objects from medical 
images. They developed software agent with Reinforcement 
Learning Approach for extracting several objects 
simultaneously from Computed Tomography (CT) images. 
Chirag Patel and Dr. Atul Patel proposed a threshold-based 
image binerization technique for vehicle number plate 
segmentation [9]. They converted original image to a grey 
scale and then adaptive threshold technique is applied over 
it to convert image to binary form. 
Over the years, computer-assisted algorithms have been 
used to aid the radiologists for interpreting the ultrasound 

images. The presence of speckle adversely affects the 
ultrasound image quality because of which accurate 
segmentation of tumours has become a challenging task. 
Kirti, Jitendra Virmani and Ravindra Agarwal in their work 
[18], have listed various machine learning (ML) and deep 
learning (DL) based approaches designed for segmenting 
breast ultrasound images that have been reviewed over the 
past two decades using characterization approach in terms 
of (a) datasets used, (b) pre-processing methods, (c) 
augmentation methods, (d) segmentation methods and (e) 
evaluation metrics used for the segmentation algorithms 
along with their brainstorming diagrams. 
Greig et al. first introduced the theory of graph cutting to 
the field of image processing in the late 1980s [19]. He 
proposed to minimize the energy function in computer 
vision by using the min-cut/max-flow algorithm in 
combinatorial optimization theory. Then Boykov and Jolly 
proposed an effective method of interactive image 
segmentation based on graph cut in 2001, which uses the 
mouse to click on some foreground pixels and background 
pixels, and realizes the global optimization with the help of 
graph cut technology [20]. Based on this Graph-cuts 
algorithm, Rother proposed the Grab-cut algorithm in 2004, 
by introducing the Gaussian mixture model (GMM) of 
colour pixels instead of the grey histogram model, the idea 
of iteration, and turning interactive operation from selecting 
seed point into surrounding the foreground with a 
rectangular frame [21]. Thus the segmentation of grey image 
is successfully extended to the colour image segmentation. 
Xv Han et al. [22] proposes to add the edge information of 
the image to the smoothness terms. Firstly, Gaussian filter is 
used to smooth the image, then the Sobel operator is used to 
perform edge detection on the smoothed image. Edge 
detection relies on the change of the entire surrounding 
neighbourhood pixels, instead of just the difference between 
two adjacent pixels, and on this account the influence of 
noise point on the constraint value can be reduced. 

 

 
 

Fig 4: Segmentation Techniques and Algorithms [18] 
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Kun He et al. [6] in his work proposes novel appearance 
model which is formulated as maximum likelihood rather 
than the weight sum of Guassians. In this appearance model, 
the optimal number of Gaussians is estimated by the 
histogram shape analysis method, in which the number is 
automatically adjusted according to the intensity 
distributions of an image. Combining edges and appearance 
models, the foreground extraction is formulated as a joint 
optimization for the foreground extraction and appearance 
parameters with Graph Cut method.  
Many attempts are made so far to improve efficiency of 
Grab-Cut algorithm, Zhai Li proposed a Grab-Cut algorithm 
based on super-pixels and improvement of features [23]. 
Zhao Yuan proposed a SAR image segmentation method 
based on Grab Cut and two-dimensional entropy algorithm 
[24]. At the same time, some scholars proposed an image 
segmentation method combining the Grab Cut algorithm 
and the watershed algorithm, and the universality and 
stability of the algorithm have been improved [25]. Tao 
Binjiao proposed an algorithm for image foreground 
extraction based on Grab Cut and the region growing 
algorithm. YaWei Yu et al. [26] propose a foreground 
extraction algorithm for target detection based on deep 
learning in combination with the sub-block region growing 
algorithm and the Grab Cut algorithm. Finally, the 
algorithm proposed takes advantage of the Grab Cut 
algorithm and the region-growing algorithm, avoiding the 
shortcomings of the two algorithms. Another alternative to 
sub-block region growing method is Graph-based image 
segmentation. Graph-based image segmentation, a classical 
segmentation algorithm, was presented by Felzenszwalb in 
2004 [27]. The idea of the algorithm is very easy to 
understand, and the implementation is as well simple. And it 
is a reference by many computer vision, such as object 
recognition [28]. It works on pixel clustering.  
NhatBaoSinh Vu et al. [29] present a set of novel image 
segmentation algorithms that utilize high-level semantic 
priors available from specific application domains. These 
priors are incorporated into the segmentation framework to 
further constrain the results to a more semantically 
meaningful solution space. Their algorithms are formulated 
using Random Field models and employ combinatorial 
graph cuts for efficient optimization. 
Iman Aganj et al. [30] present a new atlas-based method for 
soft (i.e., fuzzy or probabilistic) segmentation of images, 
which – instead of attempting to determine a single correct 
label – produces the expected value of the label at each 
voxel of the new image while considering the probability of 
possible atlas-to-image transformations. This is 
accomplished without either explicitly sampling from the 
transformation distribution (which would be intractable) or 
running the costly deformable registration in training or 
testing stages. It creates a single image from the training 
data, which is called as the key. Then, for a new image (after 

affine alignment, if necessary), it computes the expected 
label value (ELV) map simply via convolution with the key, 
which is efficiently performed using the fast Fourier 
transform (FFT). Fuzzy ELV map is therefore a robust 
combination of labels suggested by atlas-to-image 
transformations, weighted by a measure of the 
transformation validity. This soft segmentation can be 
further used to initiate a subsequent hard-segmentation 
procedure. 
Andrzej Brzoza et al. [31] propose a new approach to 
segmentation of images based on shortest paths in a graph 
representation (SPG). A new texture descriptor is based on 
the spatial distribution of intensity levels in a 
neighbourhood. The local image region, statistics or 
property are considered over the textured region. This 
means that characterization by invariance of local attributes 
are distributed over a region of an image.  
Vishal Lonarkar et al. [32] uses 3D Colour Histogram and K-
Mean clustering for segmentation. It uses the region-based 
histogram. For each region it plots a separate histogram for 
better feature extraction. Histogram returns a density of 
pixel intensity in an image. In short, histogram finds the 
probability of pixel p of colour g occurring in the image I. 
For plotting the histogram important term is bin selection 
i.e. for better feature extraction proper selection of bins are 
required. If we take less number of bins then the histogram 
contain less components and it is unable to differentiate 
between two images, and if we take a large number of bins 
then more component are present in the histogram so it will 
reject a very similar image. Also, it returns those images 
which are not similar. So ideal number of bins selection are 
required by a number of observations.  
 
Methodology 
Working of already existing image segmentation 
algorithms 
The segmentation techniques now in use, particularly the 
cutting-edge techniques, need to be comprehensively 
summarized [33]. We describe the approaches' operating 
principles, list several noteworthy picture segmentation 
algorithms, and methodically introduce the key concepts of 
semantic segmentation, as seen in Figure. 
 
Classic Segmentation Methods 
For grayscale images, the classic segmentation methods 
were suggested, which primarily take into account gray-
level discontinuity in distinct regions and gray-level 
similarity within the same region. In general, the gray-level 
similarity is the foundation for region division, while gray-
level discontinuity is the foundation for edge detection. 
Using the similarity between pixels, colour image 
segmentation divides the image into various sections or 
superpixels, which are subsequently combined. The 
techniques in this segmentation category are listed below. 
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Fig 5: Categories of Image Segmentation 
 

Edge Detection  
Finding the spots on these boundaries is the goal of edge 
detection. One of the earliest segmentation techniques is 
edge detection, commonly known as the parallel boundary 
technique. To find the evident changes at the boundary, use 
the grey level's derivative or differential. 
 
Region Division 
Both serial and parallel region division are used in the 
region division approach. A typical parallel region division 
algorithm is thresholding. The gray histogram's trough value 
typically serves as the threshold, with the histogram's 
troughs being processed to make them deeper or turn them 
into peaks. The zeroth-order or first-order cumulant moment 
of the gray histogram can be used to calculate the ideal 
grayscale threshold in order to optimize categorization. 
 
Graph Theory 
The graph theory-based method for segmenting images 
transfers an image to a graph that encodes pixels or regions 
as graph vertices and the similarity between vertices as edge 
weights. Based on graph theory, image segmentation is 
defined as the division of vertices in the graph, weighted 
graph analysis using the principle and method of graph 
theory, and optimal segmentation using global graph 
optimization (e.g., the min-cut). 
 
Clustering 
The two most used techniques for clustering are K-means 
and GMM. Unsupervised clustering methods include K-
Means and the Gaussian Mixture Model (GMM). Utilizing 

distance from the cluster centroid, K-Means organizes data 
points. GMM assigns data points to clusters 
probabilistically. While GMM takes into account both the 
mean and the variance of the data, k-means only examines 
the mean while updating the centroid. There are numerous 
K-means and GMM variations, such as Mean-shift, which 
uses density estimation to fit the image feature space to the 
probability density function, and SLIC (Simple Linear 
Iterative Clustering), which employs K-means to produce 
superpixels. 
 
Random Walks 
Random walks is a segmentation algorithm based on graph 
theory that is commonly used in image segmentation, image 
denoising, and image matching. By assigning labels to 
adjacent pixels in accordance with predefined rules, pixels 
with the same label can be represented together to 
distinguish different objects. 
 
Co-Segmentation Methods 
It is challenging to retrieve the high-level semantic 
information of an image when using the classical 
segmentation approaches, which typically concentrate on 
the feature extraction of a single image. The first time the 
idea of collaborative segmentation was put forth was by 
Rother et al. in 2006. Co-segmentation, also known as 
collaborative segmentation, is the process of automatically 
extracting the common foreground areas from a set of 
images in order to gain previous knowledge. 
It is important to use a classical segmentation approach to 
extract the foreground elements of one or more photos (the 
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seed image (s) as prior information in order to achieve co-
segmentation. Then, using the prior knowledge, a collection 
of images containing the same or similar objects can be 
processed. The techniques in this segmentation category are 
listed below. 
 
MRF-Based Co-Segmentation 
A Markov Random Field (MRF) is a graph whose edges 
represent desired local impacts between pairs of random 
variables and whose nodes represent random variables. It is 
an undirected graphical model that depicts the 
interdependence of the random variables and aids in 
calculating their combined probability distribution. In order 
to address the problematic issues in multiple image 
segmentation, Rother et al. enhanced the MRF segmentation 
and made use of past information. The co-segmentation 
based on MRF has good universality and is frequently used 
in interactive image editing and video object identification 
and segmentation. 
 
Co-Segmentation Based on Random Walks 
Collins et al. developed a professional CUDA library to 
calculate the linear operation of the image sparse features, 
further exploited the quasiconvexity to optimize the 
segmentation algorithm, and expanded the random walks 
model to address the co-segmentation problem. By using a 
super voxel rather than a single voxel in their proposed 
optimized random walks algorithm for 3D voxel image 
segmentation, Fabijanska et al. significantly reduced the 
amount of time and memory required for computation. In 
order to combine subRW with other random walks methods 
for seed picture segmentation, Dong et al. devised a sub-
Markov random walks (subRW) approach with previous 
label information. This algorithm successfully segmented 
photos with thin objects. 
Random walk-based co-segmentation techniques offer 
considerable flexibility and robustness. They have had 
success in various medical image segmentation techniques, 
particularly 3D medical image segmentation. 
 
Co-Segmentation Based on Active Contours 
The energy function minimization by level set problem was 
resolved by Meng et al. by extending the active contour 
approach to co-segmentation, building an energy function 
based on foreground consistency between images and 
background inconsistency within each image, and using this 
energy function to segment images. In order to solve the 
problem of segmenting the brain MRI image, Zhang et al. 
proposed a deformable co-segmentation algorithm that 
converted the prior heuristic information of brain anatomy 
contained in multiple images into the constraints controlling 
the brain MRI segmentation and acquired the minimum 
energy function by level set. 
Although the co-segmentation techniques based on active 
contours are effective at extracting the boundaries of 
complicated structures, their unidirectional movement 
property significantly restricts their flexibility, making it 
difficult to identify and handle objects with weak edges. 
 
Clustering-Based Co-Segmentation 
An expansion of the clustering segmentation of a single 
image is clustering-based co-segmentation. A co-
segmentation technique based on spectral clustering and 
discriminative clustering was proposed by Joulin et al. To 

achieve co-segmentation, they first employed spectral 
clustering to segment a single image based on local spatial 
information, and discriminative clustering to spread the 
segmentation findings across a group of images. The image 
was segmented into superpixels by Kim et al., who then 
employed spectral clustering to achieve co-segmentation. 
They used a weighted graph to express the relevance of the 
superpixels and then transformed the weighted network into 
an affinity matrix to describe the relationship of the intra-
image. 
 
Co-Segmentation Based on Graph Theory 
An image is divided into a digraph via co-segmentation, 
which is based on graph theory. Meng et al. created a 
digraph by employing the local regions of each image as 
nodes, as opposed to superpixels or pixels, as they did in the 
previously stated digraph, which separated each image into 
multiple local areas based on object detection. Directed 
edges join nodes together, and the weight of those edges 
indicates how similar and important each object is to its 
surroundings. The issue of finding the shortest path on the 
digraph was then applied to the image co-segmentation 
problem. Finally, they used the dynamic programming (DP) 
approach to find the shortest route. 
 
Co-Segmentation Based on Thermal Diffusion 
By moving the heat source, thermal diffusion image 
segmentation increases the temperature of the system. Its 
aim is to locate the heat source's ideal location for the best 
segmentation results. 
 
Object-Based Co-Segmentation 
An object-based measurement technique was put forth by 
Alexe et al. to determine how likely it is that an image 
window will contain objects of any type. The highest 
scoring window was utilized as the feature calibration for 
each category of items in accordance with the Bayesian 
theory after calculating the likelihood that each sampling 
window contains an object. When items had distinct spatial 
bounds, the technique could differentiate between them. 
 
Semantic Segmentation Based on Deep Learning 
The richness of image details and the diversity of objects 
(e.g., scale, posture) have greatly increased with the ongoing 
advancement of image acquisition technology. The higher 
generalization ability of image segmentation models is 
advocated because low-level features, such as colour, 
brightness, and texture, are challenging to segment well and 
feature extraction techniques based on manual or heuristic 
rules cannot handle the complex requirements of current 
image segmentation. 
Before deep learning was applied to the field of picture 
segmentation, semantic text on forests and random forest 
approaches were typically employed to build semantic 
segmentation classifiers. Deep learning algorithms have 
been used more and more in segmentation tasks over the last 
few years, and both the segmentation effect and 
performance have greatly increased. The original method 
uses small portions of the image to train a neural network, 
which then categorizes the pixels. The fully linked layers of 
the neural network require fixed-size images, hence this 
patch classification approach has been selected. 
In order to allow for the input of any image size, Long et al. 
presented fully convolutional networks (FCNs) in 2015. The 
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architecture of the FCN is depicted in the Figure below. 
FCNs establish a basis for deep neural networks in semantic 
segmentation by demonstrating that neural networks can 

perform end-to-end semantic segmentation training. The 
FCN paradigm was used to advance subsequent networks. 

 

 
 

Fig 6: Fully Convolutional Networks architecture 
 

Encoder-Decoder Architecture 
On FCNs, encoder-decoder architecture is based. 
Convolutional neural networks (CNNs), whose output layers 
are the categories of images, such as LeNet-5, AlexNet, and 
VGG, obtained good results in image classification before 
FCNs. However, after gathering high-level semantic data, 
semantic segmentation must match the high-level features 
back to the original image size. 
Convolution and pooling algorithms are mostly used at the 
encoder stage to extract high-dimensional features with 
semantic data. The convolution operation entails 
multiplying and adding the image-specific region pixel-for-
pixel using various convolution kernels and then modifying 
the activation function to produce a feature map. The 
pooling operation entails sampling a predetermined area (the 
pooling window) and utilizing a predetermined sampling 
statistic as the region's representative characteristic. VGG, 
Inception, and ResNet are the three backbone blocks 
frequently utilized in segmentation network encoders. 
In the decoder stage, an operation is done to turn the high-
dimensional feature vector into a semantic segmentation 
mask. Up-sampling is the process of remapping the multi-
level characteristics that the encoder extracted to the 
original image. 
 
Skip Connections 
To enhance pixel placement, skip connections and shortcut 
connections were created. A degradation concern with deep 
neural network training is that as the depth grows, 
performance declines. In ResNet and DenseNet, various 
skip connection architectures have been suggested as a 
solution to this issue. UNet, on the other hand, suggested a 
fresh long skip connection. 
 
Dilated Convolution 
To create dilated convolution, also referred to as atrous 
convolution, holes are inserted into the convolution kernel 
in order to increase the receptive field and decrease the 
computation required during down-sampling. To preserve 
the receiving field of the corresponding layer's receiving 

field and the high resolution of the feature map in FCN, the 
max-pooling layers are replaced with dilated convolution. 
 
Multiscale Feature Extraction 
The rich and deep level of features in the data is extracted 
using a multi-scale feature extraction method. The technique 
comprises of three basic feature extraction blocks that are 
structurally similar and vary mainly in the convolution 
kernel size. The final feature representation combines the 
features retrieved at various scales from each feature 
extraction block. 
 
Attention Mechanisms 
Some techniques frequently used in the field of natural 
language processing (NLP) have been applied to computer 
vision, with good results in semantic segmentation, to 
represent the dependency between various regions in an 
image, especially the long-distance regions, and obtain their 
semantic relevance. In the field of computer vision, the 
attention mechanism was initially proposed in 2014. 
Attention mechanisms became steadily more common in 
image processing jobs since the Google Mind team chose 
the recurrent neural network (RNN) model to apply 
attention mechanisms to picture categorization.  
Vaswani et al. proposed the transformer in 2017, a deep 
neural network that completely dispenses with convolutions 
and repetition and is exclusively based on a self-attention 
mechanism. Transformer and its variations, such as the X-
transformer, were then used in the study of computer vision. 
The enhanced network made some strides thanks to CNN's 
pre-training model and the transformer's self-attention 
mechanism. A vision transformer (ViT), suggested by 
Dosovitskiy et al., demonstrated that it could replace CNN 
in the classification and prediction of picture patch 
sequences. They separated the image into fixed-sized 
patches, arranged the patches in a straight line, and then 
input the patches sequence vector into a transformer encoder 
(the right-hand design), which alternated between multi-
head attention layers and multi-layer perception (MLP), as 
shown in Figure below. 
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Fig 7: ViT Model [33] 
 

Liu et al. developed the swin transformer that has achieved 
impressive performance in image semantic segmentation 
and instance segmentation. The swin transformer advanced 
the sliding window approach, that built hierarchical feature 
maps by merging image patches in deeper layers, calculated 
self-attention in each local window, and utilized cyclic-
shifting window partition approaches alternatively in the 

consecutive swin transformer blocks to introduce cross-
window connections between neighbouring nonoverlapping 
windows. The swin transformer network replaced the 
standard multi-head self-attention (MSA) module in a 
transformer block with shifted window approach, with the 
other layers remaining the same, as shown in Figure below. 

 

 
 

Fig 8: SWIN Transformer Architecture [33] 
 

Challenges of Image Segmentation 
 The key targets for image segmentation researchers are 

still semantic segmentation, instance segmentation, and 
panoramic segmentation. Building an efficient network 
to simultaneously identify both huge inter-category 
differences and minor intra-category differences is a 
demanding task in panorama segmentation since 
countable or uncountable examples are difficult to 
recognize in a single workflow; 

 As image-collecting technology has gained popularity 
(e.g., LiDAR cameras), researchers' focus has shifted to 
areas like RGBdepth, 3D-point clouds, voxels, and 
mesh segmentation, which have a wide range of 
applications in areas like face recognition, autonomous 
vehicles, VR, AR, architectural modelling, etc. The 
representation and processing of 3D data, which are 
unstructured, redundant, disordered, and unevenly 
distributed, remain a significant challenge; despite 
some advancements in the research of 3D image 

segmentation, such as region growth, random walks, 
and clustering in classic algorithms, and SVM, random 
forest, and AdaBoost in machine learning algorithms; 

 Due to a lack of datasets or fine-grained annotations, it 
can be challenging to train the network using 
supervised learning algorithms in some disciplines. The 
network can be trained on the benchmark dataset first, 
the lower-level network parameters can then be fixed, 
and the fully connected layer or some high-level 
parameters can be trained on the small-sample dataset. 
In these situations, semi-supervised and unsupervised 
semantic segmentation can be chosen. Transfer learning 
does not necessitate a large number of labelled samples. 
Another option is reinforcement learning, but it is not 
frequently researched in the area of picture 
segmentation; 

 Deep learning networks' high computational demands 
during the training phase serve as an example of the 
deep neural network's high computational complexity. 
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In several domains, such as video processing, where the 
human visual mechanism requires at least 25 frames per 
second, real-time (or almost real-time) segmentation is 
necessary. However, the majority of contemporary 
networks operate at far lower frame rates. There has 
been some progress in segmentation speed thanks to 
several lightweight networks, but there is still much 
opportunity for improvement in the trade-off between 
model correctness and real-time performance. 

 Other Graph-based segmentation methods like Grabcut 
are accurate but repeated manual intervention is 
required to segment the image which also degrades the 
performance of segmentation.  

 
Conclusion 
We have thoroughly examined the traditional segmentation 
algorithms as well as the current hot deep learning methods. 
We have also gone through the typical solutions for each 
stage and listed the traditional algorithms with particular 
influences. Generally speaking, there has been a shift in the 
development of image segmentation from coarse to fine-
grained, from manual feature extraction to adaptive 
learning, and from segmentation based on a single image to 
segmentation based on common features of huge data. As 
image-collecting technology advances, the varieties of 
images are expanding, which increases the difficulty of 
segmenting images with various dimensions, scales, 
resolutions, and imaging modes. Deep neural network 
research has demonstrated advantages in scene 
interpretation and object recognition since the FCN was first 
introduced. Image segmentation has moved from the CNN 
stage to the transformer stage thanks to the swin 
transformer's breakthrough in the field of computer vision in 
2021. The transformer may lead to new developments in the 
study of computer vision. Deep learning also has 
drawbacks, such as the inexplicability of deep learning, 
which restricts the robustness, dependability, and 
performance enhancement of its downstream tasks. On the 
other hand, although graph-based algorithms like Grab are 
incredibly accurate, final segmentation results still require 
user intervention. Graph-based segmentation using the 
Grabcut approach and such manual methods as R-CNN 
deep learning segmentation could be combined in future 
studies. 
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